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Abstract. This paper describes the use of scenarios to model interactions based 

on the routine procedures of inhabitants (users) with intelligent environments. 

For a comprehensible and illustrative description of various features of use sce-

narios, a specific case study of a client of a spa resort is introduced and a tech-

nical background description is provided. The model of an intelligent environ-

ment presented here was created based on the real-world spa resort of 

Trencianske Teplice (situated in the western Slovakian Republic), and includes 

both interior and exterior components over a limited geographical area. Atten-

tion is focused on the creation of various functionalities tailored to the needs of 

the user (here, a client of the spa resort) according to his/her daily routines and 

expectations of available services. The scenario examined here shows positive 

potential for improving the analytical and design phases of development of an 

intelligent environment.  

Keywords: scenarios, routine procedures, intelligent environment, ambient in-

telligence, environment modelling.  

1 Introduction   

When faced with the task of designing an intelligent environment, there are numerous 

possible ways to approach this, with many optional functionalities that may or may 

not be included in the design. To make a qualified (or at least more accurate) decision 

about what to include, it may prove useful to have information about the key func-

tionalities which are expected to be frequently used by an environment`s inhabitants. 

These functionalities originate from the routine procedures that users undergo in their 

daily lives. One possible approach that will be used here is the use of scenarios. Sce-

narios are already a well-established concept in the domain of analysis and modelling; 

they are commonly used in the well-known Unified Modelling Language (UML) as 

part of use case diagrams, but may also represent a less formal description in natural 

language or more rigorous diagrams with pre-established syntax. 

Routine behaviour influences many aspects of our lives. According to Hodgson 

[1], routines are defined as frequent actions that people perform within different situa-

tions that are the cause of these actions. Routines are a type of purposeful behaviour 
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composed of goal-directed actions, which people acquire, learn and develop through 

repeated practice [2]. As such, good routines enable the predictable and efficient 

completion of frequent, repetitive tasks and activities. Routines can describe 

a number of behavioural patterns, for example sleeping or exercising patterns, or even 

low-level tasks, such as how drivers operate their cars in specific situations. Routines, 

like most other kinds of human behaviours, are not fixed but may be varied and 

adapted based on feedback and preferences [2]. 

In this paper, we show how to use scenarios to model the routine behaviour of peo-

ple in an intelligent environment, with a special focus on routine interactions with the 

environment. Our model of an intelligent environment is demonstrated in the case of a 

real spa resort known as Trencianske Teplice, a famous resort in Western Slovakia. 

2 State of the Art and Relevant Works 

According to [3], intelligent environments based on the ambient assisted living para-

digm seem to be a key resource in assisting people in their daily life. The populations 

of most developed countries are aging, and their structure is changing. Consequently, 

many people live alone, especially seniors, and the ubiquitous health monitoring of 

these people has become a crucial issue not only in terms of prevention or emergency 

detection, but also in terms of assisting them whenever it seems to be necessary [4]. 

The sophisticated use of sensors and computing devices enables intelligent envi-

ronments to monitor the activity of inhabitants, and to plan suitable interventions 

related to their activities and the analysis of routines or stereotypical behaviour of the 

people within these environments. However, real intelligent environments are expen-

sive to build and maintain. If there is a need to test a new sensor within an environ-

ment, it is typically rather difficult to reconfigure the environment for a new series of 

experiments. As Helal et al. stressed in [5], the existence of an intelligent environment 

does not guarantee the generation of the necessary datasets, since recruiting humans 

for experiments is a difficult process. It is clear that these issues slow down the re-

search process, and hinder the ability to conduct meaningful experiments in intelligent 

environments. 

Many researchers have therefore proposed the development of various approaches 

to the simulation of both intelligent environments and the possibility of mutual inter-

actions between this environment and its users (see e.g. [6],  [7], [8] or [9]). In gen-

eral, when experiments are expensive, time-consuming or ethically problematic, a 

simulation can be a suitable tool for the first phase of research and development [4]. 

In order to run a successful multi-agent simulation (in which agents represent vari-

ous parts of the intelligent environment emulated in the model), it is necessary to 

provide appropriate scenarios for agents. According to [10], a description of the social 

interactions between agents and humans is essential if we want to conduct large-scale 

multi-agent simulations. Thus, scenarios for simulation should be written by experts 

in a given application domain. These scenarios capture characteristic, usually repeat-

ed, situations and serve either as an example of how to behave according to social or 

other norms or how to support the decision-making processes of intelligent compo-
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nents by highlighting an appropriate context. A system is also more precise in activa-

tion of proper components, enabling it to act unobtrusively and without unnecessary 

interaction with its users; this is generally expected of such a system. 

Scenarios for multi-agent simulations in an intelligent environment are descriptions 

of more or less complex behaviours, made up of sequences of events or elementary 

actions that follow on from each other. The term ‘activity’ is frequently used to de-

note an action or an elementary event that is a component of some scenario. Obvious-

ly, the duration of each activity and the delay between two activities are of importance 

for activity recognition [11]. Scenarios describe how the system components, the 

environment and the users work concurrently and interact in order to provide system-

level functionality. Each scenario is a partial description that, when combined with 

the other possible scenarios, contributes to a description of the overall system [12]. 

Various approaches are used to describe scenarios, for example possibilistic logic, 

which is used for modelling temporal scenarios [11], or situation theory, as used by 

Pinheiro [13]. An important and exhaustive survey of the various tools and platforms 

for general agent-based modelling has been carried out by Nikolai and Madey [14]. In 

the following, we describe several modelling and simulation platforms that are closely 

related to the topic of this paper. 

An interesting attempt at defining a new language called SDLMAS to describe 

scenarios in multi-agent systems, independently of the target platform and implemen-

tation language, was done by Cavrak, Stranjak, and Zagar [15]. It adopted an interac-

tion-centric approach with a focus on message flow between agents, providing an 

intuitive scenario description. According to [15], the SDLMAS platform was created 

in order to equip designers with the facility to describe negotiation scenarios and to 

allow developers to concentrate solely on an agent’s logic, by generating the neces-

sary helper classes to support message passing, execution of scenario actions and the 

invocation of certain procedures. The development cycle was shortened by several 

iterations, and significant increases in the reliability and stability of the system were 

found after deployment. 

Many authors have already tackled the problem of creating a suitable language or 

approach for scenario descriptions. Several approaches have been based on Agen-

tUML [16], Petri nets [17] or state-chart diagrams. As Paurobally et al. [18] stressed, 

Petri nets are not very suitable for describing interactions due to their lack of clarity 

and scalability. State-charts offer a clearer representation of interaction protocols, but 

these still lack a clear definition of the relationship between protocol execution and an 

agent’s operational logic.  

The development of AgentUML (AUML) [16], [19] was another attempt to repre-

sent agents’ interactions and roles in a standardised way. The UML standard was used 

here as a basis for a paradigm shift from object-oriented to agent-based concepts, and 

to enable a standardised notation for the analysis, design and implementation of agent 

systems. The UML class diagram was amended to include concepts of roles and be-

haviours, while the sequence diagram was extended with the specificities of agent 

interactions. One of the advantages of AUML is that it offers a visual representation 

of agent dialogues; however, AUML lacks sufficient capability to represent the 
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agents’ states, giving rise to an inability to define the conditions under which messag-

es can be received or sent by an agent [15].  

General-purpose large-scale agent-based modelling software applications, such as 

Repast [20] and MASON [21], provide interactive tools for the stages of agent model-

ling, from model specification to the visualisation of results. Communication between 

agents is achieved through peer-to-peer mechanisms that allow the direct invocation 

of methods between them [3]. More detailed recommendations for the development of 

agent-based models (including a thorough description of all the stages of model de-

velopment mentioned above) can be found in papers by Kaminsky and Szufel [22] 

and Ormerod and Roosevelt [23].  

Since simulated intelligent environments offer many positive features, for example 

the generation of large datasets, total control of the environment and sensor layouts, 

cost-effective experiments and the ability to define very specific experimental condi-

tions [3], a number of original simulators have been developed that aim to simulate 

relatively complex scenarios in intelligent environments. An important review by 

Synnott et al. [24] divides simulators into two main groups: model-based simulators 

and interactive simulators. Model-based approaches use activity models, obtained in 

diverse ways, to create synthetic datasets that store information about the activation of 

sensors during the execution of activities. Interactive approaches are based on the 

assumption that a human user can interact with the virtual environments and sensors 

set up by the simulation. In this case, the state of the virtual environment and sensors 

changes depending on the actions executed by the user, and the related information is 

stored in a synthetic dataset. In brief, model-based approaches facilitate the generation 

of data based on activity models, while interactive approaches are based on the use of 

virtual environments and virtual sensors, which respond to user interactions [24]. 

Helal et al. [25] demonstrated an example of a model-based approach in their Per-

Sim simulator. PerSim was developed to facilitate the synthesis of data for the testing 

of activity recognition research. The simulator allows users to define activities by 

specifying the sensors involved in each activity, the order of activation of sensors, the 

maximum and minimum typical sensor values and the duration of the activity. Based 

on these parameters, a list of sensor data can be generated using Sensory Dataset De-

scription Language [24]. This synthesised dataset can contain data describing the 

results of performing individual activities, or the results for an entire space, including 

those sensors that are not triggered directly by an activity, such as temperature sensors 

[25].  

Kormányos and Pataki [4] have developed a simulator that is capable of modelling 

the activity of a single inhabitant within an intelligent environment. This approach 

facilitates the modelling of individual behaviour profiles, such as the typical period of 

sleep and changes in the current state, such as thirst and tiredness. This approach is 

capable of outputting data from simulated motion sensors, RFIDs and water consump-

tion. A change in the current state, such as thirst, influences the likelihood of an activ-

ity occurring, for example drinking.  

Kamara-Esteban et al. [3] recently presented the MASSHA simulator. This is an 

agent-based simulator for human activities in sensorised spaces; unlike many previous 

approaches, it is based on environmental multi-agent theories to model and simulate 
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intelligent environments, inhabitants and their interactions. Multi-agent environments 

allow for bottom-up modelling, in which all agents collaborate and compete against 

each other while interacting with the environment. A model is defined and a simula-

tion run in which the results vary depending on both the characteristics of the agents 

and their decision processes. The advantage of this approach is the possibility of pa-

rameterising different scenarios and evaluating how the agents’ behaviour and inter-

actions are affected in each case. The scope of MASSHA extends far beyond the rep-

lication of human activities, and its functionality can be applied to other scenarios. 

In MASSHA, the communication between agents and the environment follows a 

publish–subscribe mechanism; an agent in MASSHA can subscribe to certain types of 

events, whether from the environment or from other agents. When an event takes 

place, all subscribers receive an automatic notification. This approach allows the 

communication to be very independent, providing a robust and scalable context for 

communication and interaction regardless of the complexity of the human activity 

model [3]. 

Finally, Buchmayr et al. [26] introduced a simulator for the generation and visuali-

sation of sensor data within intelligent environments. This simulator displays a virtual 

environment using a 2D floor plan layout, and facilitates user interaction with virtual 

sensors via mouse clicks within the floor plan, which generate sensor data output to a 

log file. The simulator supports the use of simple sensors such as binary, contact and 

temperature sensors that emit a signal upon activation, and complex sensors such as 

motion and pressure sensors that emit a signal periodically after activation. The simu-

lator also supports the generation of random data to simulate sensor faults. The addi-

tion of sensors to the 2D floor plan is supported through a drag-and-drop mechanism; 

however, the creation of new sensor types requires the development of data models, 

parsers and filters for each sensor, meaning that this functionality is less accessible for 

non-technical users. This study did not allow interaction between avatars, and gave 

limited details about the processes of creating a virtual environment or visualizing 

data [26]. 

3 Simulation Model of User-Environment Interactions 

3.1 Motivation  

The simulation model, described in detail later in this chapter, involves the use of a 

scenario-based approach to modelling the interactions of a user (inhabiting, moving 

and interacting within given geographical area) with an intelligent environment. For a 

more complete modelling of the problem, a combination of internal and external per-

spectives is used, and it is assumed that the user moves freely within the area shown 

in Fig. 1.  

The situational context is as follows. The user is a client of the Trencianske Teplice 

spa resort, where he/she resides for several weeks (typically a month, but no less than 

two weeks), and during this time undergoes various treatment procedures. From an 
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intelligent environment design perspective, several key factors of this situational set-

ting are important:  

 The user (client) has enough time in the environment to develop a certain regulari-

ty in his/her activities.  

 This daily regime is strongly dependent on the treatment procedures (undergone at 

specific times) and the daily cycle of hotel services (e.g. meals are served at specif-

ic times of the day). 

 The user’s movement is conveniently (and consensually) limited to a certain geo-

graphical area. In the majority of cases, a European (Slovakian) spa resort resem-

bles a town, with all its services in one place, and apart from touristic reasons, cli-

ents generally remain within its limits for the whole duration of their stay. Spa re-

sorts include everything necessary for a pleasant stay: hotels, restaurants, treatment 

facilities, sport and entertainment facilities, and large parkland areas for walks, us-

ing paths of various lengths. Since the area is geographically limited, the compo-

nents of an intelligent environment can be placed as needed to provide the respec-

tive functionalities and services.  

 During the stay, there are fewer ad hoc activities than in a normal daily regime 

(e.g. for a working person). This makes this setting more suitable for the applica-

tion and study of scenarios.  

Our goal is to study the behavioural patterns of the user during his/her stay. Our atten-

tion is particularly focused on which facilities are used (this is partially dependent on 

the individual health requirements of the particular client and the respective treatment 

procedures that are undertaken) and which functionalities are activated by the client. 

The client’s activities and his/her interactions with the environment are monitored and 

stored in the activity log, allowing subsequent analysis and enabling the design of the 

intelligent environment to be tailored specifically to the spa resort users’ needs. Alt-

hough the model scenario used in the following sections of this paper deal with a 

single specific user, it is expected that these data can also be obtained from other us-

ers in order to obtain objective requirements for the system`s functionalities. This 

approach can be used either before the components of the intelligent environment are 

implemented or after their installation. In the latter case, the system designer is able to 

verify that the design is correct and facilities are being used purposefully and effi-

ciently.  

3.2 Environment and Central Home System  

Due to its convenient location and the availability of its spa services, the city of 

Trencianske Teplice (located in the western part of the Slovak Republic) was chosen 

as a suitable template for the virtual environment model. Buildings, roads, and availa-

ble services were created in the agent model based on the map shown in Fig. 1. 

In the model, the intelligent system monitors the behaviour of a single user, an 

agent entitled Person. This agent represents an elderly person who is a client of the 

Trencianske Teplice spa resort, and who uses a number of its services. He/she is able 

to use all services throughout the resort depending on his/her schedule. He/she can 
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relax in the swimming pool, which is near to his/her apartment, or try any spa proce-

dure such as acupuncture, mud wraps, or electrotherapy. There are several places 

serving food; alternatively, the user can cook a meal in his/her apartment.  

 

Fig. 1. Map of the town of Trencianske Teplice 

The user’s apartment is located in the hotel near to the train station. The user’s 

apartment is equipped as a standard city flat (the template is based on the real flat, as 

can be seen from the illustration in Fig. 2), and is equipped with kitchen appliances 

and standard sanitary facilities. The apartment offers various functions of the smart 

technology, which are managed by a component called the Central Home System 

(CHS). These functions include motion sensors, appliance trigger detectors, and pres-

sure sensors. The CHS unit processes the inputs from all sensors in this interior space.  

The CHS also manages actuators, which may affect the functionality of the 

environment; for example, the CHS may turn off the TV if it decides that the user is 

not able to watch it (e.g. having moved into another room for a certain period of time 

or having left the apartment). 
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The user’s movements are captured by the motion sensors located in all rooms of 

the apartment. Information about the position (which is combined with information 

from the pressure sensors) helps the CHS decide if an action needs to be performed.  

Sensors within appliances (such as the stove, sink or TV) detect whether or not the 

user is using the appliance. There is a risk that if the user forgets to turn off the appli-

ance (e.g. stove) and goes to sleep, the appliance will still consume energy or an acci-

dent may occur. The CHS tries to prevent this situation by deciding based on the col-

lected data whether it should intervene or wait for the user’s intervention. 

 

 

Fig. 2. Illustration of the apartment in Anylogic  

The user’s behaviour, as described by data about the client, data collected from 

sensors, and data about actuator activity, is tracked in the system and stored in an 

external file (log) to analyse the entire simulation run. In the each log record, the fol-

lowing data are stored: 

 Real time-stamp 

 Simulation time-stamp 

 Originator (e.g. motion sensor in the kitchen) 

 Activity (e.g. user is captured by kitchen motion sensor) 

 

These logs are used as outputs to subsequently verify and analyse the behaviour of all 

simulation participants (agents). The general types of agents in the model are listed in 

Table 1 below. 

Table 1.   Descriptions of agents in the spa resort model 

Agent Description 

Person The user of the services of the spa resort 

Sensor A device to collect data with a particular specialisation 

Actuator A device to perform actions managed by the CHS 
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Agent Description 

CHS The system managing sensors and actuators, and deciding on actions. 

 

When starting the simulation of the Virtual Spa Environment, several functions are 

performed in which the agents are initialised. Information about the agents (location, 

type, dependencies) is loaded from the SQL database, allowing easy reconfiguration 

of the actual state of the environment. 

In the beginning, the Person agent loads the scenario and starts making decisions 

about its activity. It chooses a current activity based on the planned schedule and the 

unexpected immediate needs of the person (such as thirst or fatigue, which temporari-

ly take priority). It considers activities that are planned for the current period, ex-

pected very soon, or existing but delayed. The schedule status and the importance of 

the activity is then compared with the person’s simulated needs such as hunger, thirst, 

or hygiene. The simulated user then walks through the environment, trying to com-

plete scheduled tasks and meet his/her needs, while the sensors of the intelligent sys-

tem keep track of his/her behaviour. 

Once a sensor is created, it executes its behavioural procedure. A motion sensor 

checks whether the user is present within a reachable distance. If this condition is met, 

a message is sent to the CHS that the motion of the user was captured. The behaviour 

of a motion sensor agent is shown in Fig. 3. 

 

Fig. 3. State chart representation of the behaviour of the motion sensor detector 

Fig. 3 provides an example of sensor implementation. Sensors vary in terms of their 

details (depending on what is being measured, what specific information is sent, etc.), 

but the governing principle of their function is the same. A list of steps used by sen-

sors with a description of their meaning is given in Table 2.  
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The sensor retains information about the last measurement. If the previous 

measurement indicated that the user was captured within a specific location, no other 

message needs to be sent to the CHS, since the system already has the record. 

Table 2.   Description of the steps of the behavior state chart for a motion sensor 

Step Description 

InitialiseSensor A state that occurs only once within the sensor life cycle; state 

initialisation is performed 

CheckTheLocation A state in which the sensor checks whether the user is within 

the measuring range of the sensor. 

isUserFound Decision on whether the user was captured 

wasMessageAlreadySent Decision on whether a message has already been sent to the 

CHS 

SendMessageToCHS Sending of a message with information about the user’s 

location 

Wait Waiting state (configurable value, set to one second by default) 

 

The CHS checks the database where the sender (sensor) is located, and updates its 

information about the position of the user.  

Each appliance is equipped with its own sensor, which checks whether the 

appliance is turned on or off. These sensors have a behaviour that is similar to that of 

the motion detector sensors, that is, checking the actual state (of the appliance) and 

sending the results to the CHS. 

The CHS collects information from the sensors and sends messages to the actuators 

to regulate the state of the environment based on the current situation.  

The following is an example scenario for a user’s behaviour: 

 User is located in the bedroom 

 User stands up from the bed and moves across the living room to the kitchen 

 User turns on the stove to make dinner 

 User goes into the living room to eat dinner, forgetting to turn off the stove 

The whole sequence of activities, captured via the sensors and actuators, can be 

logged in terms of the information received, as shown in the following example of log 

records: 

 

20:00:00, 11:25:00, PressureSensor_Bedroom, User is captured on the bed. 

20:00:00, 11:25:05, MotionSensor_Bedroom, User is captured in the bedroom. 

20:00:01, 11:45:02, MotionSensor_LivingRoom, User is captured in the living room. 

20:00:01, 11:45:08, MotionSensor_Kitchen, User is captured in the kitchen. 

20:00:01, 11:45:15, ApplianceSensor_Stove, Stove was turned on by user. 

20:00:05, 12:22:36, MotionSensor_LivingRoom, User is captured in the living room. 

20:00:05, 12:25:00, CHS detects user in a different location. Stove is turned off by the 

CHS. 
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These logs provide information from the sensors and the CHS about the captured 

behaviour and the CHS intervention. The timespan of the simulation can be modelled 

within a shorter real time, and this example takes five seconds; the computational 

complexity of the model allows the processing of months of simulation time within a 

few seconds if a larger amount of output data is needed. 

3.3 Implementation of Scenarios  

Scenarios use various formats and representations of time or continuity, depending 

on the input format used [10]. However, any scenario for the model must be 

transferred into a machine-readable format such as a CSV file, XML structure, or 

table. This paper describes an implementation based on tables and uses a database to 

store the data; these tables are also readable by humans, which is one of the require-

ments of the model design and increases the utility value of the obtained data. 

This representation involves two tables, containing all of the necessary information 

about a scenario. The first (see Table 3) stores the schedule, with data exclusive to 

each occurrence of an activity in the schedule. Two items are required: the action 

itself, and the time it starts. These are complemented by the probability parameter, 

which is used during decision-making and reflects the importance of the activity. If 

the agent is under time pressure, and has less time than required by a scheduled activi-

ty, it skips or postpones less important activities. 

 

Table 3. Example of a table with a schedule 

Time Activity Probability 

6:00 bathroom 0.95 

6:15 medicine 1 

6:30 exercise 0.7 

 

The second table contains general information about all possible activities, regard-

less of when or how often they occur in the schedule (see Table 4). Both tables are 

unlimited in both dimensions; rows can be added for new activities or columns for 

additional parameters about activities. The second table holds information about the 

duration, place and effects of an activity. The parameters of the activities used in the 

model are described in Table 5. 

Table 4. Example of a table with additional data about activities 
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bathroom 10 1.3 bathroom true  sink   hygiene += 0.2 

medicine 4 1 bathroom true      

exercise 15 1.5 livingRoo

m 

false    fatigue 

< 0.8 

hygiene -= 

0.05/min 

drink 1 1  true get_drink  drink  thirst -= 0.8 

 

Table 5. Description of parameters of activities 

Duration How long it will take until the activity is finished (minimum time) 

Max multiplier How many times longer it may take 

Place Where the activity takes a place 

Needs to be  

completed 

If true, the effect of the activity is applied only after it is ended. Other-

wise, the activity affects the agent continuously 

Required activity When the activity cannot be performed, the agent executes a required 

activity instead (to collect a consumable item or prepare conditions for 

the activity). 

Uses Any furniture or device used during the activity 

Consumes Any item in agent’s inventory which will be consumed by the activity 

Conditions Which conditions need to be met to proceed with the activity 

Effects How the activity affects the person 

 

To be able to work with a scenario in the model, the agent loads it from the data-

base and stores it as a schedule of activities. Each activity stores information about 

where and when it is supposed to happen, any object it consumes, any equipment it 

uses, and so on. Since the model is non-deterministic and possible unexpected events 

can occur, agents also have to deal with the possibility of delaying or even skipping a 

planned activity. To handle these situations, the schedule has a buffer where it stores 

activities which are about to begin or are already delayed. 

Each activity has a fuzzy value determining its probability or importance. If an 

agent does not manage to complete the schedule and the buffer contains more 

activities, then these values and the original starting times determine which activities 

should be prioritised. 

Activities can be split into two groups in terms of their effectiveness. In the first 

group, activities have a duration that is objective and has an expected length, and their 

effect is imposed only when they are fully completed. If the activity is interrupted, it 

is necessary to start from the beginning or to continue some other time, but there is no 

effect until its completion. Examples of this first type are preparing dinner, taking 

medicine, or fetching a laptop. The second type of activity affects the agent during its 

performance. There may be an expected duration, but when interrupted, the agent still 

partially benefits from its effects, for example sleeping, watching television, playing 

games or working. 
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3.4 Simulation of the User in the Model 

Scenarios generally do not describe a user’s whole day in detail, on a minute by 

minute basis. There are several activities which are not planned but are expected to 

happen during a day, or spontaneous reactions may occur to unexpected situations. 

The model described in this paper aims to simulate believable and realistic behaviour 

for agents. This behavior does not just follow a strict schedule; it is also based on the 

needs of agents, and their reactions to the current situations. Therefore, even when no 

scenario is used, the agent would perform routine activities (sleeping, eating, drinking 

etc.). On the other hand, if the schedule is unrealistically full, then the agent should be 

able to skip planned activities to meet their daily needs, as any rational person would. 

This design creates a new problem: there are two independent decision-making 

processes which want to control the behaviour of the single agent in an incompatible 

way. The task of connecting these two processes to work together is complicated. It 

requires a third method to decide which should be preferred at each moment or 

whether one of the processes always has priority. In the second case, the preferred 

process has to be able to decide when to transfer the responsibility for selecting an 

activity to the other process. 

The model described in this paper utilises a fuzzy cognitive map (FCM) modified 

for autonomous agents [27] as the primary decision-making method for the agent 

(Person). This method simulates the needs of the user and selects appropriate activi-

ties. It also reads the schedule to determine whether any activity is currently planned 

or shortly expected. If there is no immediate need to cover vital functions, then the 

FCM passes selection of activity to the schedule. The FCM handles daily needs in-

cluding hunger, thirst, fatigue, hygiene, bladder, and boredom. 

 

 

Fig. 4. Diagram of the Person agent  

Fig. 4 shows the structure of the Person agent. The white arrows represent the flow 

of information, while the dark arrows express the direction of influence or control. 

The dashed arrow shows the importing of a scenario into the schedule. To make deci-

sions, the FCM gathers data from the schedule and inner states. The schedule returns 
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values representing whether there is an activity that should currently be in progress or 

is expected to start soon. Inner states provide values for all needs and the activity 

performed last time. The FCM is able to make higher-level decisions on what the 

agent should do. It selects a general group of activities and forwards it to the actua-

tors, which select a specific action based on the current location or conditions. These 

lower-level decisions are made using simple rules which select a specific action and 

ensure the correct position of the agent. For example, when the agent is expected to 

eat, the algorithm checks the agent’s corresponding level of need (hunger). If it is 

high, then the agent starts to cook a meal; otherwise, it eats a snack. If the agent is not 

in the kitchen, it starts moving to the relevant location.  

4 Experimental Results 

The experiments include an analysis of the behavior of the Person agent in the 

model under the scenario shown in Table 6. Since the user may begin days with dif-

ferent inner values, and activities vary slightly in duration, the final order and starting 

times of activities may differ each day, although the schedule is always the same.  

Table 7 shows the course of a since day, in comparison with the scenario intro-

duced in Table 6. Most of the activities were completed: some on time, some later. 

For example, in the afternoon, the agent had no time to continue reading the news 

because he/she had to make dinner. Later evening, the agent was tired and rested, 

ignoring a less critical activity in the schedule (playing games). However, he/she was 

able to accomplish this later. 

Table 6. Scenario tested in the model 

Start time Activity Probability 

6:00 bathroom 0.95 

6:15 medicine 1 

6:30 exercise 0.7 

6:45 medicine 1 

6:50 shower 0.9 

7:00 eat_breakfast 0.95 

7:10 read_news 0.8 

7:20 medicine 1 

9:30 massage 0.9 

10:30 swimming 0.9 

12:30 eat_dinner 0.9 

16:00 watch_tv 0.3 

17:00 read_news 0.3 

17:30 health_practice 0.8 

18:00 eat_dinner 1 

18:50 medicine 1 

19:00 go_out_exercise 0.8 
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20:00 work 0.5 

21:00 play_games 0.3 

22:30 drink 0.8 

22:45 bathroom 0.95 

23:00 sleep 1 

 

 

 

Table 7. Actual behaviour of the agent in a single day and comparison with the scenario 

Time Activity Schedule compari-

son 

Time Activity Schedule compari-

son 

5:47 bathroom 13 min early 14:48 get_drink not planned 

5:58 medicine 17 min early 14:51 drink not planned 

6:03 take_snack not planned 14:53 take_snack not planned 

6:05 eat_snack not planned 14:55 eat_snack not planned 

6:11 watch_tv not planned 15:01 watch_tv 59 min early 

6:23 exercise 7 min early 16:27 get_drink not planned 

6:39 medicine 3 min early 16:30 drink not planned 

6:44 get_drink not planned 16:32 watch_tv resumed 

6:47 drink not planned 17:16 read_news 16 min late 

6:49 watch_tv not planned 17:17 health_practice 13 min early 

7:00 eat_breakfas

t 

not hungry (skipped) 17:41 read_news resumed 

7:00 read_news 10 min early 17:49 get_ingredients required act 

7:05 medicine 15 min early 17:55 make_dinner required act 

7:10 toilet not planned 18:14 missed activity:  

read_news (3 minutes left) 

7:11 watch_tv not planned 18:16 eat_dinner 16 min late 

8:23 get_drink not planned 18:32 get_drink not planned 

8:26 drink not planned 18:35 drink not planned 

8:28 watch_tv not planned 18:37 toilet not planned 

9:28 massage 2 min early 18:38 medicine 12 min early 

10:29 swimming 1 min early 18:43 go_out_exercise 17 min early 

11:29 get_drink not planned 20:25 work 25 min late 

11:33 drink not planned 21:01 get_drink not planned 

11:35 get_ingredie

nts 

required act 21:04 drink not planned 

11:41 make_dinner required act 21:06 rest not planned 

12:02 eat_dinner 30 min early 22:14 play_games 74 min late 

12:18 toilet not planned 22:29 get_drink required act 

12:19 watch_tv not planned 22:32 drink 2 min late 

13:09 get_drink not planned 22:34 play_games resumed 
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13:12 drink not planned 22:42 bathroom 3 min early 

13:14 wash_hands not planned 22:53 play_games resumed 

13:40 toilet not planned 22:58 sleep 2 min early 

13:41 watch_tv not planned    

 

 

Table 7 shows output data originating directly from the Person agent. However, the 

CHS does not have these outputs. A full exploration of the possibilities and limita-

tions of such a system depends on its sensors, and there is no direct communication 

between the user and the system, even in the model. Table 8 shows the information 

available to the system during the first few hours of the same day. 

Table 8. Output data of the system 

Time   Type   Location   Action       

5:47:08  Move   Center   Person is captured by Center   

5:47:13  Move   Hall   Person is captured by Hall   

5:47:18  Move   Bathroom   Person is captured by Bathroom   

5:48:03  On/off   Bathroom   Bathroom sink was turned on 

5:58:03  On/off   Bathroom   Bathroom sink was turned off 

6:03:03  Move   Hall   Person is captured by Hall   

6:03:08  Move   Center   Person is captured by Center   

6:03:13  Move   Kitchen   Person is captured by Kitchen   

6:04:03  On/off   Kitchen   Fridge was turned on 

6:05:03  On/off   Kitchen   Fridge was turned off 

6:11:03  Move   Centre   Person is captured by Centre   

6:11:13  Move   Living room   Person is captured by Living room  

6:12:03  On/off   Living room   TV was turned on 

6:39:08  Move   Centre   Person is captured by Centre   

6:39:08  On/off   Living room  Person is in a different room than the TV, which was turned off 

by CHS 

6:39:13  Move   Hall   Person is captured by Hall   

6:39:18  Move   Bathroom   Person is captured by Bathroom   

6:44:03  Move   Hall   Person is captured by Hall   

6:44:08  Move   Centre   Person is captured by Centre   

6:44:13  Move   Kitchen   Person is captured by Kitchen   

6:49:03  Move   Centre   Person is captured by Centre   

6:49:13  Move   Living room   Person is captured by Living room  

6:50:03  On/off   Living room   TV was turned on 

7:00:03  On/off   Living room   TV was turned off 

7:05:08  Move   Centre   Person is captured by Centre   

7:05:13  Move   Hall   Person is captured by Hall   

7:05:18  Move   Bathroom   Person is captured by Bathroom   

7:10:03  Move   Hall   Person is captured by Hall   
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7:10:13  Move   Toilet   Person is captured by Toilet   

7:11:08  Move   Hall   Person is captured by Hall   

7:11:13  Move   Centre   Person is captured by Centre   

7:11:18  Move   Living room   Person is captured by Living room  

7:12:03  On/off   Living room   TV was turned on 

8:23:03  On/off   Living room   TV was turned off 

 

The sensor log is much more detailed than the record of the person’s activities. A 

whole day would cover several pages, and hence only the beginning of this day is 

presented in Table 7. Since both tables describe the same day, it is easy to compare 

what the CHS knows about person’s activities and what the person actually did. For 

example, at 6:11, the Person agent decided to watch TV, and at 6:12 TV was turned 

on. At 6:23, the person stopped watching TV and started exercising. Since both activi-

ties took place in the same room and the person did not turn off the TV, the system 

did not notice a change until 6:39, when the person left the room (with the TV still 

on). The system then turned off the TV because no one was watching it. 

5 Conclusion and Final Remarks 

This paper describes an approach that uses scenarios to model interactions based on 

the routine procedures of inhabitants (users) of intelligent environments. In order to 

describe the various features of this use of scenarios in a comprehensible and illustra-

tive way, a specific case study of a user (client) of a spa resort is introduced and pro-

vided with a technical background description. The model presented here of an intel-

ligent environment was created based on the real-world spa resort of Trencianske 

Teplice (situated in the western Slovakian Republic) and covers both interior and 

exterior perspectives within a limited geographical area. Attention was focused main-

ly on the creation of various functionalities tailored to the user’s needs, according to 

his/her daily routines and expectations of the services available in the spa resort. The 

scenario provided here shows a positive potential for improving the analytical and 

design phases of developing an intelligent environment, and the simulation model 

illustrates clearly how the scenario-based approach can be used to model the interac-

tions between a user and an intelligent environment. 

The main aim of this paper was to study the behavioural patterns of a user during 

his/her stay in an intelligent environment, illustrated here using the case of a spa re-

sort. Particular attention was paid to which facilities were used and which functionali-

ties were activated by the client. The client’s activities and his/her interactions with 

the environment were monitored and stored in the activity log, allowing subsequent 

analysis and enabling the design of the intelligent environment to be tailored specifi-

cally to its users’ needs. This approach allows this type of design to be completed 

faster, and environment to be equipped with functionalities which are specifically 

required and utilised by its target users. The final solution may also be cheaper, since 

it allows the elimination of unimportant or unused elements.   
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